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A review has been presented detailing the comparisons between numerical prediction and experimental data collected in the LENS facilities for a program focusing on thermochemical modeling of the flow in the reflected shock tunnel facility at high enthalpy. Comparisons have been provided for several studies made in the LENS-I facility including fundamental laser diode measurements of freestream nitric oxide concentration, temperature, and velocity; measurements on a two-dimensional cylinder; and measurements of laminar shock-wave/boundary layer interaction on a double cone geometry. The freestream velocity of the facility is found to be predicted to an accuracy of 2.5% or better for well-tailored conditions at all enthalpy levels, but the static temperature is significantly over-predicted for high enthalpy flows. Despite this, good agreement is obtained with all measurements for a two-dimensional cylinder. For the double cone model, the effect of vibration-dissociation coupling with the $T-T_V$ and $CVDV$ models has been investigated. The choice of coupling model has impact for the lower enthalpy case, but in the high enthalpy case, it is unclear whether the discrepancy with the measurements is attributable to the coupling in the interaction region or the understanding of the freestream conditions.

I. Introduction

Experiments have been performed in the LENS facility during the past year to better assess the capability of both numerical prediction tools and a premier ground test facility to replicate the conditions of flight at very high enthalpies where thermochemical (“real-gas”) behavior is a dominating effect on the aerothermal and aerodynamic performance of the vehicle. The study is part of a larger work encompassing many of the most difficult problems in hypersonic vehicle design, including real-gas chemistry effects, thermochemical non-equilibrium, laminar shock-wave/boundary layer interaction, boundary layer transition, turbulent shock-wave/boundary layer interaction, and catalytic heating effects on the cold-wall ground test models. The objective of this part of the program has been principally to (1) validate and understand the operation of the facility at high enthalpy conditions of 10MJ/kg and higher, and (2) to generate a database of reliable measurements with which to assess the current computational modeling capabilities in each of these areas. CUBRC uses an integrated approach where the facility experiments and the numerical predictions are tied together to understand the acquired data and validate both facility and codes simultaneously.

In this publication, the focus will be primarily on the computational (CFD) predictions that we are making with this dataset on several vehicle configurations to study the influence of the thermochemical modeling (“real-gas” effects) and the ability of our best numerical tools to predict them. The overview of the experimental program is being published concurrently by Holden et al1, so the focus here is on the connectivity of the CFD tools to that experimental data. The major studies conducted in the phases of this program were: (1) interrogation of the freestream state of the facility at high enthalpy via non-intrusive tunable laser diode (TDLAS) techniques to obtain temperature, concentration, and flow velocity information, (2) fundamental measurements of shock shape and surface heating on simple cylinder and hemisphere geometries, (3) measurements of the attached and separated
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regions for a laminar/shock-interaction flowfield over a 25/55° double-cone geometry, (4) measurements of transition, control surface effectiveness, and shock-interaction on the wings and body flap of the NASA Space Transport System (STS) vehicle, and (5) measurements of real-gas effects on forebody and wake transition stability for an Apollo-style capsule. A summary of these experiments is given in Fig 1. Both the experimental and computational program are large in scale, so we will focus on some of the most important results and focus on the central themes that tie these measurements together in terms of the capability of the numerical schemes employed to predict the features of the flowfield.
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**Figure 1. Summary of Experiments Performed in the LENS Facility to Study Thermochemical (real-gas) Effects on the Performance of Relevant Hypersonic Vehicles.**

### II. Experimental Facility Background

Currently, CUBRC operates the 48” reflected shock tunnel, the LENS-I and LENS-II reflected shock tunnels², and the LENS-X expansion tunnel³. The reflected shock tunnel uses incident and reflected shocks to cleanly heat and pressurize a stagnant test gas to high enthalpy levels. This test gas may then be expanded through a converging-diverging nozzle in a manner similar to a blowdown facility to produce a hypervelocity test flow. Expansion tunnels like LENS-X also operate as short duration facilities, but an expansion tunnel produces a high enthalpy flow without the need to first stagnate the test gas. In an expansion tunnel, the high enthalpy test gas is generated in two stages. In the first stage, the test gas in the driven tube is compressed and heated by a shock, but the moving flow behind the incident shock is not stagnated by a reflected shock as in a reflected shock tunnel. Secondly, additional energy is added...
to this moving gas by an unsteady expansion in the acceleration segment of the tunnel to produce a low static temperature, high velocity test gas at a quiescent thermodynamic state like that of a flight condition. The freestream flow, which can be expanded to any test Mach number, is free of frozen, dissociated chemical contamination that can plague reflected shock facilities at enthalpies exceeding 10 MJ/kg. CUBRC employs both reflected shock and expansion tunnels to provide a wide range of supersonic, hypersonic, and hypervelocity test capabilities, which are summarized in Fig 2. A schematic of the three main LENS facilities with basic length scales is given in Fig 3.

The LENS reflected shock-tunnel facilities were developed primarily to study the full-scale, hypervelocity flow physics of interceptors and air-breathing engine configurations. The scale and flow duplication capabilities of LENS are such that these vehicles can be studied at their full scale, inclusive of effects such as transition to turbulence, turbulent mixing from cross-flow jets and thrusters, duplicated flow chemistry and other effects that are difficult or impossible to simulate at cold-flow or sub-scale conditions. Besides aerothermal measurements, extensive studies in this facility have been made using non-intrusive aero-optic and aero-acoustic diagnostics, including recent work with tunable laser-diode diagnostics4,5.

III. Supporting Numerical Tools

A. Overview

All ground test studies in the LENS facilities are extensively calibrated and validated with numerical tools. The primary CFD tool used in these efforts is the DPLR code provided by NASA Ames Research Center. DPLR is a multi-block, structured, finite-volume code that solves the reacting Navier-Stokes equations including finite rate chemistry and finite rate vibrational or rotational non-equilibrium effects. This code is based on the data-parallel line relaxation method6 and implements a modified (low dissipation) Steger-Warming flux splitting approach for the convection terms and central differencing for the diffusion terms. Finite rate vibrational relaxation is modeled via a harmonic oscillator vibrational degree of freedom8 using the Landau-Teller model9. Vibrational energy relaxation rates are computed by default from the semi-empirical expression due to Millikan and White10, but rates from the work of Camac11 and Park, et al12 are substituted for specific collisions where specific experimental data exists. The time constant for the relaxation rate is limited using a high temperature limiting cross-section method13. Laminar transport properties are appropriately modeled in DPLR for high temperature flows14,15 using the binary collision-integral based mixing rules from Gupta, et al16. Diffusion coefficients are modeled using the self-consistent effective binary diffusion (SCEBD) method17. Turbulence models available in the DPLR code currently include the Baldwin-Lomax 0-equation model18, the Spalart-Allmaras model 1-equation model19, and the Shear Stress Transport (SST) 2-equation model20 each with corrections for compressibility effects21,22.

B. Vibration-Dissociation Coupling

Vibration-dissociation coupling in a vibrational non-equilibrium environment is traditionally modeled in the DPLR code using the popular $T-T_v$ approach of Park23, which couples chemical and thermal non-equilibrium by evaluating the forward rates of dissociation reactions at an effective temperature defined by a weighted average of the translation/rotation temperature and the vibrational temperature (we use the original exponent of 0.5 on both temperatures). For this model, the forward rate for a dissociation reaction therefore looks like:

$$K_F(T_a) = C_m T_a^{n} e^{-\beta/T_a}$$

(1)
This empirical model has been found to work reasonably well for many flows. An excellent review of this and several other models of vibration-dissociation coupling modeling is given by Olejniczak and Candler\textsuperscript{24}. An alternate family of coupling approaches stems from the \textit{coupled vibration-dissociation-vibration} (CVDV) model of Marrone and Treanor\textsuperscript{25}. The approach of Marrone and Treanor models the relaxation of a harmonic oscillator cut-off at the dissociation energy of the vibrator by assuming that the thermodynamic relaxation occurs through a series of Boltzmann distributions where the probability of dissociation is weighted with a user-specified temperature $U$ (taken by Marrone and Treanor as one-third the characteristic temperature of the dissociation reaction). An infinitely large value of $U$ implies that dissociation is non-preferential in that a molecule is equally likely to dissociate from any vibrational quantum state, while reducing the value of $U$ increases the preference to dissociate from higher energy states. For the cut-off harmonic oscillator (CHO), a closed-form expression for the series summation of the Boltzmann distribution for the vibrational energy (per unit mass) is computed as follows:

$$e_v(T) = \frac{\theta_v R}{e^\theta_v / T_v - 1} - \frac{\beta R}{e^\beta / T_v - 1}$$

Here, $\beta$ is $D/k$ or the characteristic temperature of the dissociation reaction. The forward rate constant of the dissociation reaction is modified from the equilibrium Arrhenius expression by a factor defined in the following:

$$K_F(T, T_v, U) = \Phi(T, T_v, U) \cdot K^E_F(T) = \left[ \frac{Q(T)Q(T_v)}{Q(T)Q(-U)} \right] [C_v T^\eta e^{-\beta / T}]$$

where $Q(x)$ is the vibrational partition function for the CHO, defined as:

$$Q(x) = \frac{1 - e^{-\beta / x}}{1 - e^{-\beta / x}}$$

The quantity $T_F$ is the average temperature at which energy is removed by dissociation of the molecules, which is:

$$\frac{1}{T_F} = \frac{1}{T_v} - \frac{1}{T} - \frac{1}{U}$$

The most interesting feature of the CVDV approach is discussed thoroughly by Knab, et al\textsuperscript{26}. This feature is the fact that a physically consistent approach to vibration-dissociation coupling requires that the assumed change to the rate of dissociation from its thermal equilibrium state implies something about the rate at which vibrational energy is created and removed by dissociation and recombination. Thus, models like CVDV are true vibration-dissociation-vibration models, where the chemical relaxation is coupled to the vibrational relaxation and vice versa. This is not true of the $T$-$T_v$ model, which is empirical in nature. In the case of CVDV, the average energy removed by dissociation is

$$e_v^D = e_v(T_F)$$

and the average energy reclaimed by recombination is:

$$e_v^R = e_v(-U)$$

Note that in the CVDV model, the chemical acceleration only occurs for dissociation reactions. Several generalizations exist to this methodology that extend the baseline model to include effects like exchange reactions, such as the CVCV\textsuperscript{26,27} and CVDEV\textsuperscript{28,29} models. As a beginning effort, we have considered only the CVDV baseline model of Marrone and Treanor, but incorporation of such additional features can easily be made.

### C. Surface Catalysis

Surface catalysis is also a central issue in the study of real-gas effects in ground test environments. We have already shown the effects of catalysis on the measured heat transfer in a shock tunnel environment for a CO\textsubscript{2} test gas\textsuperscript{30}, where catalytic heating can be as large in magnitude as the convective heating. In air, the effects are not as dramatic, but it can still be significant. To model the effects of catalytic heating numerically, two extremes exist. The non-catalytic wall boundary condition provides the lowest level of surface heating. The super-catalytic boundary condition provides the highest possible level of heating because the mixture is returned to its lowest possible chemical energy state at the wall, meaning that the maximum amount of chemical energy has been returned to the other energy modes. The super-catalytic boundary is non-physical in that it does not identify a specific mechanism by which the recombination occurs, but assumes that it has occurred by some unidentified process without consideration of rate mechanics. In the case of short-duration facilities like LENS, the surface temperature of the model never rises appreciably above room temperature, so the super-catalytic condition corresponds to a fully-accommodated chemical state in both CO\textsubscript{2} and air.
The DPLR code provides several models of finite-rate surface reactions for a variety of thermal protection and ground test materials, but the levels of catalysis predicted using these models generally under-predict the level of catalysis observed in the experimental measurements. Several careful experimental studies by Myerson and Hartunian and Thompson among others have demonstrated this effect in shock tunnel environments on metal surfaces. Currently, a satisfactory model of the detailed rate processes causing the observed catalysis effects on surface heat transfer is unknown.

D. Simulation of Nozzle Flowfield

Additionally, a specialized code has been developed by Candler to compute the nozzle flowfield for a high-pressure, high-enthalpy ground test facility. This code shares much of its heritage with the NASA Ames DPLR code (described in A above) as it employs the same flux splitting and time integration treatments. The nozzle code has been streamlined by hardwiring parts of the algorithm to solve for a single-block, axisymmetric nozzle with fixed boundary conditions. These modifications lead to a substantial decrease in required solution time and allow us to compute the nozzle flowfield in the same length of time that it requires to set-up and make a run in the LENS facilities (about 2 hours). The nozzle code employs the Spalart-Allmaras one-equation turbulence model with the Catris and Aupoix compressibility correction. This turbulence formulation has been shown to adequately predict the displacement of the turbulent boundary layer in the throat region of the nozzle and subsequent boundary layer distortion caused by the rapid reduction in local Reynolds number in the diverging section of the nozzle. We have demonstrated this agreement through comparisons with measured Pitot pressure profiles in the freestream in several previous publications.

IV. Results of Comparisons with Freestream Facility Diagnostics Studies

The most fundamental aspect of this program is in the diagnostic interrogation of the shock tunnel facility itself. This has been accomplished through a program integrating non-intrusive diagnostics into the operation of the facility. The main diagnostic is the interrogation of ground state nitric oxide. The laser employed in these studies is an Alpes Lasers, Inc. distributed feedback quantum cascade laser probing a fundamental rovibrational transition of the nitric oxide molecule at 5.448 microns. We obtain several simultaneous pieces of information using these techniques – flow establishment and steady state flow time in the facility, concentration of ground state nitric oxide (based on the integral of the doublet absorption feature), molecular translational temperature (based on a comparison of the high-resolution data to the well-known Voigt line shape for the best-fit temperature), rotational temperature (based on the absorption ratio for multiple lines of isotopomers of NO), and flow velocity (based on the Doppler wavelength shift for a dual beam measurement). The experimental arrangement for these measurements and the detailed results are described by Parker, et al.

For two typical runs at facility total enthalpies of nominally 5MJ/kg and 10MJ/kg, the results of the non-intrusive measurements were compared to computations performed using Candler’s nozzle code with the chemical and thermodynamic models described in §III. For the 5MJ/kg case, the comparison with the measured Pitot pressure profile across the test section is shown in Fig 4 for two models of vibrational relaxation. First, the vibrational relaxation was modeled with only the semi-empirical formula of Millikan and White. These rates have been successfully used to model the expansion of pure nitrogen with vibrational non-equilibrium for low enthalpy code validation exercises. Pure nitrogen is a relatively slow relaxer of vibrational energy, so a significant percentage of vibrational energy remains in the freestream flow. With the additional collision partners afforded in reacting air, however, the rates predicted by Millikan-White have been observed to be slower than those observed in experiment. The augmented rates summarized by Park, et al are substituted in the second computational result, which predicts a condition very close to vibrational equilibrium at the freestream plane. From the measured Pitot profile, the augmented rates are observed to have a better agreement with the shape and structure of the profile. The inflection in the center of the flow seen with the Millikan-White
rates is not observed in the data. Thus, we can say that in an averaged sense, the augmented rates produce a better prediction of the freestream of the LENS facility than using Millikan-White alone. The comparisons with the measured Pitot profiles for both the 5MJ/kg and 10MJ/kg cases are shown in Fig 5 using the augmented rates, indicating that the augmented rates are adequate for both instances.

The prediction of the freestream state of the gas for both the 5MJ/kg and the 10MJ/kg cases is given in Table 1 with comparisons to the reduced measurements from the nitric oxide non-intrusive interrogations where a comparison can be made. Velocity is so important because it indicates that the total enthalpy of the facility is well-known and was accurately predicted from measured quantities defining the reservoir state of the gas. The corollary implication is that the facility is operating in a well-tailored fashion where single, dominant incident and reflected shocks generates the reservoir. While we show only the steady state average here, Parker et al. shows that a steady velocity persists for a long period of time in the facility (several milliseconds even at the highest, un-tailored enthalpies). Parker’s measurements also show that the velocity falls off after the run is over, which suggests that expansion waves from the driver arrive first to cool off the test gas before significant driver gas contamination occurs. At the 5MJ/kg condition, the state of the gas seems to be well-predicted. Most significantly, the velocity agrees to 1.2% which is within the uncertainty both in the measurement of velocity and the computation using measured boundary conditions. The measured rotational and translational temperatures agree with each other within the uncertainties of the measurement and agree well to the predicted value. The rotational temperature measurement was made using the ratio of a nearby isotopomer line to the main absorption feature and carries additional uncertainty because of the relatively small population (and hence small signal) of the isotopomer. The translational temperature results from a much higher fidelity process and should be most accurate.

In the 10MJ/kg instance, a more significant difference is observed. The velocity remains nearly as accurate as at the lower enthalpy, with a percent difference of 2.55%. This implies a 5.1% variation in total enthalpy, but with an estimated uncertainty of 3% in the velocity measurement alone, the computed and measured values remain nearly statistically consistent. The larger concern is the translational temperature, which also was well-predicted at the lower enthalpy. Here, the predicted value is off by over 100%, or a factor of two. This large difference in temperature, however, amounts to only a 2.95% bias in the total enthalpy. When viewed in the larger sense of the operation of the facility, this is less significant than the uncertainty in the total enthalpy due to velocity. While such a glaring difference in the computed temperature is unsettling, the question that must be asked is – how significant is this finding? To further understand the ramifications of this inability to model the freestream temperature, two cases are considered in the next two sections.

| Table 1. Comparisons of Predicted and Measured Freestream Properties for 5MJ/kg and 10MJ/kg Airflows |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
|                                               | $h_0 = 5$ MJ/kg                                | $h_0 = 10$ MJ/kg                               |
|                                               | prediction | experiment | % difference | prediction | experiment | % difference |
| $T_{\text{TRANS}},$ K                         | 221        | 200        | 10.50        | 563        | 270        | 108.52        |
| $T_{\text{ROT}},$ K                           | 221        | 195        | 13.33        |            |            |                |
| $U,$ m/s                                      | 3129       | 3092       | 1.20         | 4464       | 4581       | 2.55          |
V. Results of 2D Cylinder Computations for Facility and Code Validation

The first model geometry considered in this study of computational capabilities to predict the effects of thermochemical non-equilibrium focuses on a 2D cylinder. The cylinder model is shown in Fig 1(a). The two dimensional flow provides better boundary conditions and more straightforward visualization than for axisymmetric bodies and serves as a useful test case for both facility and code validation. The flowfield over a similar 2D cylinder has been studied by Sebastian, et al.\(^3\) Our 2D cylinder has a 4.45 cm (1.750") radius and is 38.10 cm (15.00") in span, which is similar in size to theirs. The model contains adjacent rows of pressure gages, thin-film heat transfer gages, and Medtherm coaxial thermocouple gages located at angular increments near the span-wise centerline of the model. Two test conditions are considered at the nominal enthalpy levels covered in the previous section. Freestream conditions were computed as in the previous section and are listed in Table 2. The flow is reasonably uniform and parallel over a body of this size in the facility, so only the average conditions have been shown or used to compute the flowfield. The computational grid is 256 x 192 cells and is adapted to place nearly all the points in the shock layer and maintain a cell Reynolds number close to 1.0 using DPLR’s built-in grid adaptation capabilities. This grid contains more points than is required to accurately compute the flow, but the problem converges quickly enough that extra cells do not waste much time. The flow over the model has been computed using a two-dimensional representation by neglecting end effects, which are not relevant in the center.

Table 2. Summary of Freestream Conditions used for 2D Cylinder Cases

<table>
<thead>
<tr>
<th>Case</th>
<th>(h_0), MJ/kg</th>
<th>(U), m/s</th>
<th>(T), K</th>
<th>(T_v), K</th>
<th>(\rho_{N_2}), kg/m(^3)</th>
<th>(\rho_{O_2}), kg/m(^3)</th>
<th>(\rho_{NO}), kg/m(^3)</th>
<th>(\rho_{N}), kg/m(^3)</th>
<th>(\rho_{O}), kg/m(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4.99</td>
<td>3,028</td>
<td>220</td>
<td>456</td>
<td>3.99E-3</td>
<td>1.11E-3</td>
<td>3.30E-4</td>
<td>0.00E+0</td>
<td>1.90E-6</td>
</tr>
<tr>
<td>B</td>
<td>11.04</td>
<td>4,464</td>
<td>656</td>
<td>715</td>
<td>2.80E-3</td>
<td>7.23E-4</td>
<td>2.60E-4</td>
<td>0.00E+0</td>
<td>5.89E-5</td>
</tr>
</tbody>
</table>

For Case A, at a total enthalpy of 4.99 MJ/kg, the results from the previous section showed that both the velocity and temperatures for this enthalpy are well-characterized by the current simulation methodology. Thus, all the energy is accounted for in the freestream. In Fig 6, the comparison of the surface pressure over the model shows excellent agreement with the predicted distribution, which is consistent with the results for the Pitot pressure comparisons shown in Fig 5 for this type of flow. Of more interest is the heat transfer comparison, which is shown in Fig 7. Here, the two extreme models for surface heat transfer have been computed with DPLR. For this flowfield, the non-catalytic wall underpredicts the measured heat transfer by 20 W/cm\(^2\) while the super-catalytic model which enforces complete recombination at the wall predicts the measured level accurately. These measured were made simultaneously with two types of instrumentation – thin-film gages which are a platinum resistance thermometer on a pyrex substrate and a chromel/constantan thermocouple from Medtherm. Particularly at the

![Figure 6. Comparison of Measured Surface Pressure with Computed Pressure for 2D Cylinder Case A (5MJ/kg)](image1)

![Figure 7. Comparison of Measured Surface Heat Transfer with Computed Level for 2D Cylinder Case A (5MJ/kg)](image2)
stagnation point where heating is highest, the two types of gages agree. While we do not have an adequate explanation of the mechanism by which this heating occurs, all the evidence suggests that the conditions in the tunnel and on the model are being computed and measured accurately at this enthalpy level. As a final check of correctness in the capability of the modeling, the shock shape was compared to the measured Schlieren during the runtime and is shown in Fig 8. The agreement here is excellent too in that the computed shock location lines up with the Schlieren photograph. Information about the density gradients within the shock layer is not available. The contrast of the Schlieren photo creates some distortion at the surface of the cold wall model, so the CFD solution was lined up on a tare image taken from frames before the flow arrives. Thus, the surface location is accurate even though the experimental image may seem to show otherwise. Both the T-T\textsubscript{V} and CVDV models were used to compute the flowfield for this shape, but as expected, there is no difference in the results as there is not a strong coupling at this enthalpy level.

The solution for Case B at an enthalpy level of about 11MJ/kg has been computed using the freestream predictions from the nozzle flowfield solution. At this enthalpy, the Pitot pressure – average level and profile – is well-captured as is the velocity of the flow. The translation/rotation temperature, however, is overestimated by a factor of two. We have no experimental information to infer what this suggests about the vibrational temperature(s) of the flow. The surface pressure distribution for the cylinder is shown in Fig 9, which is accurately captured like in the previous case. This is redundant since the Pitot pressure is known. The heat transfer in Fig 10 is also generally consistent with what was observed in Case A in that the solution with the non-catalytic wall boundary under predicts the data significantly. Here, the deficit in the prediction is approximately 100 W/cm\textsuperscript{2}, or 18% of the measurement. The super-catalytic boundary condition again does the best job of predicting the stagnation point heating. Although there is some limited evidence that the heating has fallen off approaching a non-catalytic level as the angle approaches parallel to the flow, the difference between the two catalytic extremes becomes small enough that no conclusion about this behavior can be drawn at this time. Obvious reasons for this measurement not agreeing with the supercatalytic solution at the angles of 60\degree and 75\degree such as not accounting for flow non-uniformity or end-effects by the finite span cylinder can be discounted because the surface pressure is accurately captured at those same angular stations.

The comparison with the shock shape for Case B is shown in Fig 11 which again agrees accurately with the digital Schlieren photograph from the run to the best accuracy that the image can be interpreted. Like in the previous case, the shock shape for the cylinder was computed with both the T-T\textsubscript{V} and the CVDV coupling with $U$...
set to $\beta/3$ for each diatomic. Both models accurately predict the shock shape equally well, indicating that the vibration-dissociation coupling effect is not significant even at this higher enthalpy for this model.

To further assess the effects of the choice of the vibration-dissociation coupling model, several quantities chosen to interrogate any differences between the models are shown in Fig 12. Here, the density is shown as before along with the vibrational temperature, the concentration of nitric oxide, and the concentration of atomic oxygen, which should be among the quantities most sensitive to the choice of the model. In all cases, the T-T$_V$ model is plotted for the top half of the view and the CVDV with the default value of U as $\beta/3$ is plotted in the bottom half of the view. Close examination reveals only slight differences, in the density particularly. The shock sits slightly farther out from the body for the CVDV model. This is consistent with the result observed by Olejniczak and Candler$^{24}$ for a blunt body, but the effect is far too small to prefer one model over another on the basis of the comparison to the experimental Schlieren (both seem to line up equally well). The concentration of NO and O$_2$ is slightly higher with the CVDV model immediately behind the shock, indicating that the preference to dissociate in the region of vibrational lag is less, but the overall pattern of species concentrations is nearly identical in both cases. It is also interesting to note that the level of non-catalytic heating shown in Fig 10 is identical for both models indicating no impact on the species concentrations reaching the surface of the model (the model selection will by definition have no impact on the supercatalytic heating).

In summary, the prediction of the measured flowfield and surface data over a 2D cylinder model at both 5MJ/kg and 10MJ/kg is well-predicted using the outlined methodology for computing both the nozzle flowfield and the detailed flow over the cylinder. Employing the super-catalytic wall model which enforces mass fractions at the surface to their lowest energy state, the surface heating is well-predicted. This model problem is insensitive to the combined modeling of vibration and dissociation for non-equilibrium flows to the point that an inaccuracy in predicting freestream temperature to a factor of two does not affect the solution of the cylinder flowfield.
VI. Results of Double Cone Studies for Facility and Code Validation

The double cone represents one of the most challenging geometries in the field of laminar shock-wave/boundary layer interaction. This flowfield is highly sensitive to the boundary conditions and thermochemical modeling of the flow, so it represents an excellent validation case for both numerical schemes and physical models. At low enthalpies, we have had success in matching the measured data with great accuracy\(^\text{37}\). However, in higher enthalpy flows, additional difficulties arise, and agreement is more difficult to obtain. Initial efforts to model this flowfield have resulted in a separated region that is much too small and a reattachment heating peak that significantly under-predicts the measured data\(^\text{38}\). The most obvious cause to suspect for the discrepancy in the heating prediction is the incorrectly predicted translational temperature and nitric oxide concentration in the freestream, indicating that the energy deficit may be stored in other energy states than those computed using the relatively simplistic chemical modeling. However, previous research on this topic by Olejniczak and Candler\(^\text{39}\) has also shown that the double-cone/double-wedge type geometries tend to display a large sensitivity to the choice of vibration-dissociation coupling models within the shock interaction region. Thus, before embarking on an extensive experimental and numerical study to understand the reason for the freestream temperature discrepancy, it is useful to assess the sensitivity of the double cone model with the current freestream conditions to estimate how much of the discrepancy is caused by the modeling of the flow in the nozzle against the modeling of the shock interaction region. As before, two cases are considered at 5MJ/kg and 10MJ/kg. The conditions that we have computed from the nozzle code for these two runs are given in Table 3. It is important to note again that the predicted temperature does not agree with measurements for conditions like run 43, but it is useful to see if reasonable agreement can be obtained even with the wrong conditions to assess the importance of the freestream temperature on the flowfield.

Before looking at physical models of the interaction region, several basic numerical modeling effects have been considered first. Although the amount of non-uniformity is small over the streamtube interacting with the double cone forebody, the plane at the inflow boundary of the double cone grid was extracted from the nozzle code solution for run 43. The effect of the non-uniform freestream boundary on the surface solution for this case is shown in Fig 13 compared to the centerline values extracted from the same nozzle flowfield solution given in Table 3. The effect is negligible on both the pressure and heat transfer, indicating that a constant inflow boundary is sufficient to study the problem. A few additional comments about the prediction for the double cone may be observed in Fig 13. For

\[\text{Table 3. Summary of Freestream Conditions used for Double Cone Cases}\]

<table>
<thead>
<tr>
<th>(h_0, \text{MJ/kg})</th>
<th>(U, \text{m/s})</th>
<th>(T, \text{K})</th>
<th>(T_v, \text{K})</th>
<th>(\rho_{\text{N}_2}, \text{kg/m}^3)</th>
<th>(\rho_{\text{O}_2}, \text{kg/m}^3)</th>
<th>(\rho_{\text{NO}}, \text{kg/m}^3)</th>
<th>(\rho_{\text{N}}, \text{kg/m}^3)</th>
<th>(\rho_{\text{O}}, \text{kg/m}^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>run 39</td>
<td>5.21</td>
<td>3,101</td>
<td>222</td>
<td>563</td>
<td>2.05E-3</td>
<td>5.75E-4</td>
<td>1.50E-4</td>
<td>0.00E+0</td>
</tr>
<tr>
<td>run 43</td>
<td>10.09</td>
<td>4,234</td>
<td>570</td>
<td>732</td>
<td>1.48E-3</td>
<td>3.67E-4</td>
<td>1.10E-4</td>
<td>0.00E+0</td>
</tr>
</tbody>
</table>

\[\text{Figure 13. Comparison of Measured Surface Levels with Computation on Double Cone Model at 10MJ/kg Using Uniform and Pointwise Freestream Boundary Conditions}\]

Before looking at physical models of the interaction region, several basic numerical modeling effects have been considered first. Although the amount of non-uniformity is small over the streamtube interacting with the double cone forebody, the plane at the inflow boundary of the double cone grid was extracted from the nozzle code solution for run 43. The effect of the non-uniform freestream boundary on the surface solution for this case is shown in Fig 13 compared to the centerline values extracted from the same nozzle flowfield solution given in Table 3. The effect is negligible on both the pressure and heat transfer, indicating that a constant inflow boundary is sufficient to study the problem. A few additional comments about the prediction for the double cone may be observed in Fig 13. For
both the pressure and the heat transfer, the attached boundary layer flow on the front 25° cone is accurately predicted up to the point of initial separation. The combination of the freestream conditions and modeling are sufficient to make this part of the prediction, but fails in the interaction region. This is consistent with the finding in the last section that the freestream description is sufficient for an attached flow.

Second, from Fig 14, the effect of surface catalysis is not nearly as significant as it was for the cylinder cases. Even at 10MJ/kg, the overall difference between the two extreme wall boundary condition models is trivial, although the addition of the catalytic heating does slightly improve the agreement with the measured data on the attached forebody. Most importantly, it does not significantly improve the deficiency in the predicted peak heating on the second cone.

Third, the effect of grid refinement is shown in Fig 15, which plots the original coarse grid solution with the solution from a significantly refined grid having approximately one tenth the wall-normal cell size and approximately half the wall-tangent cell size near the reattachment point. The effect is dramatic in the prediction of peak heat transfer on the second cone. The increase in grid density has a negligible influence on the prediction of the attached heating on the first cone and a small influence on the location of the separation point, but the improvement in prediction of the maximum heat transfer that makes it significantly more consistent with the measurements. At this point, the goal of this study is to explore sensitivities rather than make any systematic resolution study (employing Richardson extrapolation or GCI metrics for example), but it is felt that, given the narrowness of the peak feature, the wall-tangent spacing in the peak region may be as important as the wall-normal spacing in this region. Further study on this point is needed to obtain a truly resolved prediction of this peak.

Since the attached flow is well predicted and this type of geometry is sensitive to the effect of vibration-dissociation coupling in the interaction region, we have decided to explore the sensitivity of this effect alone. For Run 39 (5MJ/kg), where the state of the freestream is believed to be known more accurately, the comparison of heat transfer employing both T-T\textsubscript{v} and CVDV coupling models is shown in Fig 16. For this flowfield, both models accurately predict the peak measured heating rate for the experiment. However, the CVDV model shows an increased size of separation that is closer to the measured data than the T-T\textsubscript{v} model. The prediction of the axial location of the peak heating for the reattached boundary layer and the secondary compression in the supersonic jet (located at 13.5-cm) that occurs downstream of the main one on the second cone is also improved using the CVDV model. Additionally, the effect of the parameter $U$ in the CVDV model was investigated by reducing the value to 10% of the dissociation temperature for each reaction. This change did not impact the solution at all, showing that there is no dependence for any reasonable value of $U$ for this case. We have not tried very extreme values for $U$ here since Marrone and Treanor showed that values on the
order of magnitude of the dissociation temperature best fit the behavior of the gas.

The reason for the change in separated region when employing the CVDV model is explored further in Fig 17, which plots the flowfield contour patterns of vibrational temperature minus translational temperature, molecular oxygen mole fraction, and nitric oxide mole fraction. In each vertical panel, the T-T_v model result is plotted on top and the CVDV result (U=β/3) is plotted on the bottom. The scales are identical between the two physical models (the scale is shown only once), and the view is centered on the separated region of the first cone and the corner where the most significant differences are observed. The first panel plotting the difference between vibrational and translational temperatures is an unusual quantity. This value is qualitatively proportional to the driving potential in the V-T source term, but the significance is with regard to the effective ratio of the forward dissociation rate for the non-equilibrium environment to the equilibrium value. In cases where the vibrational temperature is lower than the translational temperature, as it is in much of this region, the CVDV model will predict a forward dissociation rate that is lower than the T-T_v model for the same temperatures. The lagging vibrational temperature behind the separation shock results in less tendency to dissociate or more tendency to recombine for the CVDV model. This is exactly the result demonstrated by Druguet, et al\textsuperscript{42} who were able to show that lowering the forward kinetic rate relative to the backward kinetic rate (by intentionally altering the equilibrium constant for the reaction) increases the separation region size exactly like this. In her words, the increased preference to recombine results in a more energetic separated region that grows in size.

The second and third panels show changes in both molecular oxygen and nitric oxide levels in this region, indicating that both dissociation reactions are playing a role in the separation length. It is important to remember that the exchange reactions have not been augmented for the non-equilibrium environment in this analysis so far, and the predicted concentrations of nitric oxide will be heavily dependent on the Zeldovich reactions.

The same comparisons were repeated for the high enthalpy case run, 43. At 10MJ/kg, the comparison between the T-T_v and CVDV models shows that the difference is less pronounced than shown by the lower enthalpy case demonstrated in Fig 18. For this condition, the CVDV model applied to the three dissociation reactions does not significantly enhance the separation region size. The flowfield in the corner of the flowfield is not shown as it looks generally similar to that already shown in run 39. In the same manner as shown for run 39, the vibrational temperature lags the translational temperature behind the separation shock, tending to promote recombination more for the CVDV model than for the T-T_v model, but here the temperatures are high enough that oxygen recombination participates less in the process than it did for run 39. Thus, at this enthalpy, it may be even more important to
understand the implications of augmentation of the exchange reactions for a thermally non-equilibrium environment. For this case, there is a very small effect of the choice of $U$ when it was varied between values of $\beta/3$ and $\beta/10$, but neither choice of $U$ makes the CVDV model perform significantly different than the T-T$_V$ baseline.

Finally, the summary of the predictions for surface pressure and surface heat transfer are given in Figs 19 and 20 for runs 39 and 43 respectively. Shown in each case are two solutions – the solution that best matches the data combining the lessons learned for grid resolution, numerics, and vibration-dissociation coupling, and the original, poor solution as a reference. While these improvements in the modeling have significantly improved the overall capture of the measured trends, some inconsistencies remain. For run 39, the peak heating rate is well-predicted, but the length of separated region on the forebody remains somewhat shorter than measured. We believe, however, that the freestream conditions are relatively well-known for this case, so the deficiency lies largely in the modeling of the thermochemical coupling of the physical model. The CVDV model…

Figure 18. Effect of Vibration-Dissociation Coupling Model on Run 43 (10MJ/kg)

Figure 19. Summary of Prediction of Surface Data from Run 39 (5MJ/kg)

Figure 20. Summary of Prediction of Surface Data from Run 43 (10MJ/kg)
applied to this case has shown that at least some benefit may be realized by employing a physically consistent model and we hope that additional improvements in this modeling may further improve the agreement with the data. More importantly, precisely because the freestream state is better known, run 39 serves as a useful test case for understanding the higher enthalpy run 43 deficiencies. In other words, run 39 can be used to screen physical and numerical modeling candidates until a successful match can be found that accurately represents the solution to the data in a physically meaningful way. Then, this set of models can be applied to run 43, and if a deficiency in the solution accuracy exists, it may be better argued that it is attributable to the state of the freestream that is not completely understood. This process has been started here and is ongoing as better physical models are incorporated into the DPLR code.

VII. Discussion and Conclusions

The experimental studies of high enthalpy flows including the effects of thermochemical non-equilibrium on important aspects in hypersonic vehicle design that has been performed in the LENS facilities in the past year is large in scope. The volume of data collected on a variety of vehicle shapes is enough to keep any good computationalist working for many years (indeed perhaps a lifetime) to thoroughly investigate and understand all of the results. In this work, we have selected a subset of the results that concentrates most directly on the basic operation of the facility itself and demonstrates the most fundamental aspects of the physics of high enthalpy problems. This analysis included the comparisons of measurements to the predictions for freestream velocity and temperatures of nitric oxide, the predictions of the flowfield over a blunt, two-dimensional cylinder, and the predictions of the laminar, shock-interaction flowfield over the double cone geometry. Although this analysis is ongoing, several things have been learned.

The analysis of the freestream properties made by measuring nitric oxide absorption have shown that the facility is operating at the target total enthalpy levels for conditions at 5 and 10 MJ/kg. In hypersonic facilities, the dominant part of the total enthalpy of the flow is kinetic energy, and the velocity has been shown to be predicted to within 2.5% or better for well-tailored flows. While a sample of runs has been shown here, these measurements have been made for multiple runs, which all show the same level of accuracy. Further, the analysis of the time history of the velocity measurements have shown that the flow maintains a steady velocity for a duration of time as long as or exceeding the published available test times in the facility before the arrival of expansion waves at the reservoir endwall. The freestream static temperature is also well characterized at the 5MJ/kg enthalpy level, but at 10MJ/kg the measurements indicate a temperature that is approximately half of the predicted level. For this condition, measured values of 270K versus predicted values of 570K are typical. This indicates that energy is stored by some other mechanism in the freestream that is yet unknown. However, the percentage of unaccounted energy in the prediction is only 3% of the total enthalpy. The importance of this inconsistency in the modeling is unknown.

The flowfield and surface measurements over a two-dimensional cylinder have been analyzed for typical conditions at 5 and 10 MJ/kg total enthalpy levels. Inclusive of the partial chemically-frozen state of the freestream for both of these conditions, the shock shape, surface pressure, and surface heating are accurately predicted at both the lower and higher enthalpies. Since the inaccuracy in the predicted static temperature of the freestream at 10 MJ/kg implies only a small uncertainty in the total enthalpy, the effect on the agreement of the solution of the model flowfield is minimal. In this sense, the cylinder cases are useful as a first-order metric of understanding of the thermochemical modeling of the hypervelocity flowfield. The significant remaining question in testing the cylinder and other blunt bodies in high enthalpy ground test facilities is the issue of catalytic heating augmentation, where the super-catalytic wall boundary condition that enforces complete recombination to O2/N2 at the surface best represents the measured data.

The effect of vibration-dissociation coupling has been examined at enthalpies of 5 and 10 MJ/kg to assess its importance in a non-equilibrium flowfield over the double cone geometry, where agreement with the data has been generally unsuccessful. Using the physically-consistent CVDV model of Marrone and Treenor has improved the overall quality of the predictions some, but more effort is needed. At 5MJ/kg, the best solutions predict the flowfield reasonably well overall and capture the peak heating, but the separated region is still predicted to be slightly too small on the 25º cone. At 10MJ/kg, the CVDV model has less of a benefit over the T-T model. The separated region is predicted to be too small as in the previous case and the peak heating is still under-predicted (though we plan to continue evaluating the effect of grid resolution as one possible cause of the latter). The effects seen by Olejneczak and Candler on the double-wedge geometry of the CVDV model are not as large for our double-cone geometry. One possible cause for this may be the axisymmetric versus the 2D geometry, or it may be the particular conditions of the cases. However, the results obtained here are encouraging enough that a properly
designed, physically consistent approach to vibration-dissociation coupling may provide additional benefits to this difficult problem.
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